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PART A 

                                       (Answer All questions. Each question carries 3 marks) 
 

1. State and prove Baye’s theorem on inverse probability. 
2. If the joint pdf of (X,Y) is given by fxy(X,Y) = 𝑥𝑥+𝑦𝑦

21
 ; x=1,2,3 and y=1,2 . Find marginal pdfs? 

3. Let X, Y be i.i.d random variables with fx (X) = 𝑒𝑒−𝑥𝑥u(x). Let Z= max(X,Y). Find Fz (Z)? 
4. Define power spectral density. Find the power spectral density for the exponential auto -

correlation function Rxx (𝜏𝜏) = exp(-𝛼𝛼|𝜏𝜏|) ; -∞< 𝜏𝜏 <∞; 𝛼𝛼 > 0 is a parameter. 
5. If X is a poisson random variable with parameter a>8. Find E[X] ? 
6. If X is an arbitrary random variable with mean 𝑋𝑋� and finite variance 𝜎𝜎2. Prove that  

P[|X-𝑋𝑋�|≥ 𝛿𝛿] ≤ 𝜎𝜎2

𝛿𝛿2
 ; for any 𝛿𝛿 >0. 

7. Define sure convergence and almost sure convergence of a random sequence. 
8. State Karhunen-Loeve expansion. 

                                                                                                                                                                                
PART B 

(Each full question carries 6 marks) 
 

9. The pdf of a random variable is given by 𝑓𝑓(𝑥𝑥) = �𝑘𝑘𝑒𝑒
−2𝑥𝑥, 𝑥𝑥 > 0
0   , 𝑥𝑥 ≤ 0 . Find (i) Value of k  

(ii) P[0<X<3]     (iii) P[X>0]   (iv) F(X) 
 

OR 
10. If X is a normal variate with mean 20 and S.D 5. Find the probability that (i) P[X>23] 

(ii) P[|X-20|>5]  
 

11. The joint pdf of two random variables is given by fxy (X,Y)= 1
2𝜋𝜋

 exp�−1
2

 [𝑥𝑥2 + 𝑦𝑦2]� for 
−∞ < 𝑋𝑋, 𝑌𝑌 < ∞. Compute the probability that {X,Y} are restricted to (i) a 2x2 square 
 (ii) a unit circle 

                                                            OR 
 

12. Determine the pdf of Y= Sin X, where X is a uniform r.v on (-𝜋𝜋, 𝜋𝜋). 
 
 
 



 
13. Let X be a binomial r.v . Find first and second moment of X 

 
                                                                       OR 
 

14. Let X~ N(𝜇𝜇, 𝜎𝜎2). Find (i) mgf (ii) 𝜃𝜃(1)(0) and (iii) 𝜃𝜃(2)(0) 
 

15. Consider a random process X(t) =A cos (wt +𝜃𝜃), where A and 𝜃𝜃 are independent and uniform r.v 
over (-k,k) and (−𝜋𝜋, 𝜋𝜋) respectively. Find  (i) mean of X(t)     (ii) Correlation function of X(t) 

              (iii)  Covariance function of X(t)   and   (iv) Variance of X(t) . 
 

OR 
 

16. A random vector X=(X1, X2,X3)T has covariance matrix Kx  =�
2 −1 1
−1 2 0
1 0 2

�. Design a non-trivial 

transformer that will generate from X, a new random vector Y whose components are uncorrelated. 
 

17. Let X be a poisson r.v with parameter a>0. Compute the Chernoff bound for P[X ≥K], where K>a. 
 

 
OR 

 
18. Consider a random sequence X[n] =∑   𝛼𝛼𝑛𝑛−𝑚𝑚𝑛𝑛

𝑚𝑚=1 W[m]; n≥ 1, with |𝛼𝛼| < 1. Let W[n] be a Bernoulli 
random sequence with W[n] = 1 with probability p and W[n] = 0 with probability q= 1-p. Find mean 
and variance of X[n] ? 

                                                  
19. Consider the WSS process X(t) = A Cos (2𝜋𝜋f0t + 𝜃𝜃); -∞ < 𝑡𝑡 < ∞, where A~ N(0,1) and 𝜃𝜃is 

uniformly distributed over [-𝜋𝜋,𝜋𝜋] and both A and 𝜃𝜃 are independent. Determine whether (i) X(t) is 
ergodic in mean (ii) X(t) is ergodic in power and (iii) X(t) is ergodic in correlation 

 
 

OR 
 

20. Let the WSS random process X(t) be a m.s periodic with period T, where  

X(t) =∑ 𝐴𝐴𝑛𝑛∞
𝑛𝑛= −∞ 𝑒𝑒𝑗𝑗𝑤𝑤0 𝑛𝑛𝑛𝑛  with  𝑤𝑤0= 2𝜋𝜋

𝑇𝑇
 and random fourier coefficients  

An = 1
𝑇𝑇 ∫ 𝑋𝑋(𝜏𝜏)

𝑇𝑇
2
−𝑇𝑇
2

𝑒𝑒−𝑗𝑗𝑤𝑤0 𝑛𝑛𝑛𝑛d𝜏𝜏. Show that (i) Mean E[An] =𝜇𝜇𝑥𝑥𝛿𝛿[n] 

                                                              (ii) Correlation E[AnAm
*] = ∝𝑛𝑛 𝛿𝛿[m-n] 

                                                              (iii)Mean-square value 𝛼𝛼𝑛𝑛= 1
𝑇𝑇 ∫   𝑅𝑅𝑥𝑥𝑥𝑥(𝜏𝜏)

𝑇𝑇
2
−𝑇𝑇
2

𝑒𝑒−𝑗𝑗𝑤𝑤0 𝑛𝑛𝑛𝑛d𝜏𝜏. 
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